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take place»durlng the reading process.

many ‘more alternative hypotheses are
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‘modellng of human -reading are discus'sed.
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) Multlple Theory Formatlon in- High;Level Perceptmon

Bolt Beranek angd Newman_Inc. ' -

' one might expect and that ‘the majority of such process1ng happens

: \
below the devel of cons01ous 1ntrospectlon,

\
dlfferent levels of .difficulty are considered in detail, and
appl;cablllty of such Artificial =

Intelllgence 1ns1ghts*to the

H

MuT&ipTe Theory Formati®n . -

hm e -

o

1

of hypothe§1s formation and 1nference.processes that must

It rlakes the .case that

formed and evaluated than : j
Two text passages of

the ’

! : ’
e

/ 50 Moulten Street . ’
K . // : Cambridge, Ma. 02138 ‘ ! . . s
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p .- .. 7 77 Abstract
- This paper 1s concerned wi't)f the‘ p}?&?ess of‘,hdman reaéing as - ’
- - ¢ * .
" a high-level perceptual  task. Drawing on - 1insights from‘
v Y ! o i )
Artificial 1Intelligende" research -- specifically research in B
natural language processing and continuohs speech ﬂgerstandlng i
-~ the paper attempts to pTesent a fa1rly concrqte picture of the I
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High-level perceptual tasks' such as neading; speech
" understanding,

"and visual scz7e 1nterpretat10n are characterized/

by the need to,dlscove a Structured interpretation that accoUnts

r
presLntf

stimuli This nrocess

f%r tHe _ is prerequisite to .
.'deciding nhat' hae been perceived, ;hd thus precedes whatever
(process decides what to do with the resultlng perceptlon -~ what
> significance to= attach to it; whether' to remember it, how to

/ 4~

incorporate it into the knowledge base of the perceiver, etc. 1In

‘I-will attempt to make the'case that the

-

this paper, process o{

arriving at an 1nterpretation of the 1nput involves the fcrmation

Al

and evaluatlon of many alternatlve partlal hypotheses about the

.

1nput and that this process gdes on largely below th J(Ie>el of «+

1ntrospect1vef awareness’

’ L}

of Uhe ‘perceiver. Even-'though skilled

reading involves a Qaniety of "metacognitive" strategies [Brown,

1978], .in normal reading these processes are themselves invoked

without conscious attention'to the process of doing'so{

-

4 . - ) : . .. -k
. .

”&’will focus on tﬁe probiem‘of ,reading, and - ¥ill draw on

> S —

ipsights and analogies from work in, Natural Language Parsing and

Since ‘T do not have .space

- l

give an adequate introduction. to

here.

&

to all of

material that I wonld like to use, I :will -instead refer“’the

l

to ' three prev1ou§ papePS' "Megnlng and Machines" [WOOdS,

reader
1973bji "Syntax, Semantics, .ana Speech" [WOods, 1975a] ‘and.
~"What's in a& Link: Foundations\for Semantic Netqorks" [Woods,

- i . a!

-2 -

AN
L4

the ‘background - .

Y t
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. 2. Multipfe~Hypotl’1‘”ese<si Backtracking, and Nondetékmihism

. a;ternatives. ' R -
*+

analyzing -a sentence in terms ' of rules - such as "a sentence
. - . i} e . i

, Multiple Theory Formation:®

.- 1975b7]. /The most recent - material on speech undérstandiﬁé'\is ;
~unfort aﬁely only cantained in “technical reports. I recommend
'fln partlcular the BBN final report [Woods et al.,’1976ﬂ Vols. I,

III, IV, and V. For a brief overview of the BBN speech

dnderstanding éystém, seé Wolf-and Woods [19771.

2 - -~ Y » ., .

L3 . . "“ ~ «
Lo r
- Manx\\of our intuitions about technlques for deallng with

s

multiple hypotheses bome from"work ¥in~ pars1ng algorlthms -fOF

1 =

formal grammars: ThlS is an area whebe both theoretical results

[

in- automata theory and emplrlcal results from programmed parsers

-

,: are avallable. Other/areas ‘where such 1n51ghts can be galned are

formal' theorem prqv1ng, machlne'\v1s1on, and continuous sSpeech

un&erstandiné. Perhaps _thé -earliesf .and most widely known
. - = S o . ,
mechanism for handling multiple . hypétheses is the predictive

v

analyzer, or pushdown store ‘parser “[Kuno &’ Oéttiﬁger,"1963],

/

L e
. us1ng backtracking \to handLe the - possibility of multiple

~

- LA

. - . L s N
v, . - . e 1

A'pus?doﬁﬁ“sﬁdre‘parser is essentially- an- algorithm - for-

- v . - s . L]

.

éonsists of a. noun’ phrase . followed by ‘a’ verb .phraséﬁ." It

-

£ A L ) v .. . ‘ .
operates by using a stack Sor . "pushdoqn/ store" of words and

. DN 3 e d )
.

phrases that' are expected to oceur “in the .sentence’ and (at each
' ) ‘ = . A l“ M .( ’ .
step: compares * the #next input word against the top item on the
> . T - R
stack, either .finding a match between the current word and the
. M . D ' - R A h

o~

A

1\
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Aruitoxt provided by Eic:

"~ and a- different choice selected .

with the predicted category, or expanding .a predicted phraéi‘ﬁwﬁq e -

- ~ ,/ "’1
.

to a- sequence of words and phrases that would realize Lt (‘

- , P 3 ‘;
which case the new predicted categorieS' replace the, one frém? o

\,
\ 3

. . A . \w
which 'the§\ are derived on the stack): The stack operates Ve, ,~~{§vg

.

\‘\,

much like the spring loaded stacks of dishes and trays tHat onﬁ- é@% t“

fimds-im some cafeterias (from which it derives its name).‘z .é~ %}

.
N . P N

O, NN
Baoktracking‘refers to the process of saving enough information 3%§.

« N ) ‘\ s
before -making a chOice among alternatives (in this case before i,
N3 = AP : :
. choosing a particular rule to expand a phrase type) &0 that at a
' \§ —

later time the situation, grior: to the chOLce can be reconstructed A o
\ -

!

. oo ‘ . L)

~
.
- .

-

For exampLe, if.a backtracking parseﬁ encounters a wopd that

.

S

ca \ bgpeither a noun or a’ verb in a context where both nouns and
&

verbs would bg-acceptable (albeit w§th different interpretations) * '._

then enpugh information is saved to.remember the current position .

Zin the_sen&ence'and all of the’ decisions made so far. before

making one 'of 4the ‘chbiges, say tFéatiﬁg‘the word as a noun,

Subsequently if this choice does not lead -to 'an acceptable .

complete pans1ng (or ih any case if all posSible parsings are-

Loy ‘,‘,

cequired), the saved infdrmation is restored and the other .choice

- -

)

" I B 0 * i .
?1s tried L - , . s . =
‘o

Rl . - L] =,

.

— [

Backtrackingu is not’ “the only way, of mmplementing an g S
algorithn for exploring multiple alternatives, however Other - ., .

¢ P . . .

D . "
methods anolve the creation of separate virtual .processes Lfob i

n
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’ . e . . . -

each .of ‘the, alternative Gchoices; which c%n'“then' be run in

ppargllel or 1in scme prioritized order, '(A v1rtqal process

A} I —

behayes conceptually as 1f it were an ong01ng process, hut may in
W .

. . fact'ube .competlng for time and resourees"with other such .

S processes so’thatvthe 'number, of * processes -actually réceiring

,resources at any glven moment may be fewer than the number of

LI < .
"v1rtual" processes that are conceptually "act1ve" )

s ~ -
N . -~ -

- o~ ~ - . -
X

A/éeneral method for specifying' and discussing algorlthms

’

L]
Q)

Fcr this kind of process1ng of multiple alternatlves ‘is to treat

tbe algorlthms as procedures oné of whose . basic 1nstruct1qn typeg

- has the meaning "choose one of the follow1ng alternatlves- L.uﬂ. :
Such pnocedures ’aqe "executed" . b  an interpreter that—q‘
j'f ‘systenatica}hy considers- all ppss1ble combfnations 19f such’
w%& 'choices, either by backtracking or by the method of separate
| virtuai rocesses. Such’ algorithms are referred : to -as

- nondeterministic algprithms, not because their‘eventual behavior
. is not determined,. but because the specification of the exact

I o £ 4,-
drder in wgich the varlous alternatives w1ll be cons1dered and

. i

. the -mechanism hy whicgh the comblnatlons of .choices will be

enUmerated are not-overtly'specified as part‘pf the algorithqﬁ

* . v N - i o
H @ . . - v + -
. ¥ A

Pars1ng nabural language is fundamentally a nondetermlnlstlc

}///// process. -, That is, it 1s-not possible to- wake-all’ oﬁwthe~cprrebt -

]

dec1s1ons based solely on local 1nformatlon.' Rather tentat1ve
. ‘ dec1s1ons must be made and explored to see/;f their consequences R
\ﬂ

are plaus1ble. For' example, the declsion as to whether ,a glven

N

™

A Y

'

o
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1 . ' M ~— A ‘ ¢
word ~ies being wused as a noun or a verb depends on whether a

-
»

complete parging can be. found under one or the other éf the two

-

assumptions, Thus "Fly" in ﬁFLy fishing is furd" ‘is a houn (used-

as* a modifier), whil@niﬂ'QFly fishing equipment to Lakeview Lodge
. ‘ . . ‘r; .

e
LN

- A7 "
.as soon as possible" it is- a verb. - (If you required a few

, .

- . " N ’
.+ + Seconds to find the ¢orrect interpretation of this sentence due .

£2

to an initial ingorrect inggrpretation of "FIy fishing," ,then you

. ¢ .

T have experienced what is known as'the "gardeﬁ path" phenomenon.)

“

Occasionally, several choices wiil iééﬁ %o a éompiete parsing, in

, g

"’ which ' case ‘the sentence ' is ambiguous (as in "The girl guides’

'.l‘fisp",_hhich could either be-a statement about .what girl -guides

. . - Y : :
do 1in- their spare time -or a-description,of a shepherdess for
'— _ . — ‘,, .7

fish). ' - ’ .

Rngdidfive:parsing is an ihtuiti§ely satisfying anélogy for

thidk;ng *about hu@an‘xéenﬁenée proéessing sin&e ’it lseems to

) cOrreépoﬁd weil to our iétrospectivé awaren€ss QF'étggés of the.

) :‘parsing ‘procéss.§ Notééi§," if. the sentence -is stopped at some

i

*point we can generate_a completion; in &géne}qu we know what

- . kinds of words';o expeé% next.at-each ppint.; and 650a$ionglly we

- ~%.

~ e

[y

back up to look for another alternative (in garden path sentences.

like the oné .above). One soon gets into difficulty with this
analogy, however, simce 'systemét;c predictive analysis for a

, - hatural, language grammar makes many more extr@icous tentative
) s ' ]

*

- , are aware ‘of having made a faléeﬁ;arly decision and having b0 - -
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. : . " . Multiple Thedry Formatgon K .-
N Ve ‘ *

.
' . .- »

- N v“ . . . .. .
- - the time requiredﬁby-peoﬁle tof recover frem a, garden path seems

~«

to be. much shorger‘thah that refquired by a backt¥q§king’iparser

¢ [Collins & Quillian, 19711/

'field, this has’'given rise t

In the, Artificial intelligence

a. search .for teé@pidues;to make the
\ ¢ -

enumeration- of parse patfis more sélectiye' (e/g., " by using

-

"semantie" information)

,fn order to correspond more closely to

- vow,

" the level of backtrackingf that we are aware of'yhen we read. ~ In-
v - ' -

o,other quarters, it ha ‘given' rise *'to the labeling of such

processes as "Gestalf"q’treating the process a black box whosé(

'* internal workings one /does not attempt to understand.

= In this :papgr I will attempt to make the case. for another
account., namely that the amount of partial ‘hypothesis format ion

that a person actually performs in such'tqsks is far more than it -°

-seems, and that .the bulk of it' occurs . bBeldw the.level of

N g _
' introspective éwarene§s.‘ I will draw largely .on Texperience' in
‘ constructing  speech understarding systems.. In the speech

> -~

understandidg #4sk, it is relatively .easy tb make the. case that

‘there 'fs a great deal of hypothesis formation and testing
S

= feqq;red &ven to know whdt words have been heard, much less -‘how,

- -

ihey ‘are to be parséd and interpreted. Hodgier, moét of this
4 ~ .

- -

processing takes.placé exceedingly fast ,and~ without conscious

- effbrt. . Once itﬁis realized that the human perceptual processes *
77“"‘\,\' - ™ . N i
are éépéblexof'making large numbers of alternativé hypotheses and
o o ). -

choosing among them .on . the ‘basas' of relatively high-level
) . ) L , ©

L4

p%auéibility judgments - 7éII"without_ conscious effort or

.
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' - " * . Multiple Theory Formation
N
LF G ) ' v - ) ,\\ ’} ' ‘\ ,‘: |
T - awareness - it is not difficult to imagine such capabilities-
, qd  ° ‘ ) ol
“peing used in reading and other high-leyel perceptual tasks.. .

L3 L4 )
- "» .

-3. Characteristics of the Speech Understanding Process .

. ) P
_u
— . . - “ ]

» & npaive view of speech understanding might consider. it as a

¢ M R 3

..sounds (callea

e

%rocess of successively recognizing speech

phonemé%), grouping9 phonemes into words, parslng word sequences

into sentences, and finally 1nterpret1ng the. meanings of: ‘those

sentences. Howgver, considerable experience now.indicatés that

.tne acoustic evidence present in the original‘

not

9747,

sufficient

For sentences recorded ﬁrom continuous speech

to

speech

such

[N

support a process [WOods and Makhoul

it 1s not

. :
signal is:

*

—

venerally possible to reliably determlne Lhe phonetic 1dent1ty of

the 1nd1v1dual phonemes {or even to be sdre ho\ many phonemes are

<

ppesent) uslng the acoust;g//év1dence alone. Experiments in

spectrogram readlng [Klatt and Stevens, 1971] 1nd1cate that

reliability of such determlnatlons can bé increased by use of, the

.Y g . -
redundancy,pﬂoVided by knowledge of the vocabulary, thewsyntax of

the language, and semantic and pragmatlc cons15eratlons

the

-

. b . ¥ i
j> “Tape spiicing experiments [Wanner, 1973] seem to indicate
that this low-level acoustic///amblgulty is an inherent -

“

characteristic \of

Lo PR
speech 3na not just'

li ’ ’ }

a-limitation of “htiman

4

spectrogram;reading.

Specifieally, intelligibility of individual

=
\ - - . =" .
words excised from' cqntinuous speech is very low, but
intelligibility ' increases whenh sequencés of two or three wordg’
N - * *
) . . .
L \ A
. - . 10 : X

r -
A -

- - N . ¥ - - -

the ,
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It appears thatéthe‘additional,oo

. - A

are exe¢ised.
LY

7 raint of naving.

make

sense

in

a,

to

to larger

- [t o

context

T

r&§6Ive

the

-

-~

amb1gu1t1es that'were pre%ent whe nly Lhe 460ustlc ev1denqe was
con51dered. Thls'process;ng//go;pver

~

-happens below the level of

-
° *

1ntrbspectlom ang has all of the subjegtlve characterlstlcs of

‘o

.

a

N

Coa,

Tha is, lf a sufflclently long

i

whollstlc or Gestﬁlt phenomenon.A

)

-

.

[

.of

séquenc%'. contlnuous .speécp is - heard, 1ts. correct N
) . ] . . . - N 2. ™ .
‘/interpretation , nsually appeans 1mmed1ate1y and "effortlessly,

_withoutL conscious

¢

manner

Vi

utterance

r'f

de01de~what was sa1d

1s

P

'«" .

—

aﬁareness of ‘the detalls of the

ﬁﬁderstood-in tnis\/'

vast ma;orﬂty Jof our sgoken communlcatlons

and it is markedly contrasted w1th'those cases

I

/

“wher'e .

= sy,

s

C o

LY

an

garbled suffL01ently to inyoke’ con301ous effort to

-4, Theories Monitor 5 Notices, and‘Eﬁgzts’: = .
., - A CompuE!tlonalfF amewyork for RercepMion . :
Y - -
v e . N . l(.' . KN '
SN The BBN shéeoh understandﬂng'svgtem [Woods et a@., 1976
)
kolf and Woods, 1977) has evolved W1th1n a general framework for
¢ viewing perceptual processes. Centrallto thls- framework is an’
g, P e
_entity called a theofy. A theory represents a partioula#ﬂ
_ hypothesis about some or all of ‘the sen'so'rv~ stimuli that, "are
3 . @ A4 LA
. N - N P .\"-.,
present. Rerception 1is ,viewed as the process of forming a

b I il
believable”coherent theory which can account ‘for all the stimuli.
S P ‘ * =N . *

. A .

L

* .

%hls is arrived at by. saééessive“ refinement and extension of
. R s L] . ’
3 partlal theorles untll,.a best complete theory 1s f‘ound
T - . = ’b =
T . ‘ . : . s
né R 5 , = ’ - e -
- . “a . . \. e .
. D . ’ , - 9" - : < ' 1 ’
A Ty . -
¥ H- Y, 1'1* : SRS %
. 3 Sy
& ‘ - .

>

£

*
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, ‘- . . S . .

A

Tonnsprocess requlres the . C

T of a pdtejtlally 1nf1n1te. class
P

ntafy * -

/ ‘of percept1

~

_. constituents J—conding,to known .ru

- ‘ N

perc-'ved is genepal;y a compodred object constructed from
] > .

e obg-v S . that are*consthucted out of.~eleme
- 5 L3y, A . / i

s.' That' is,. the. object

-
. ‘a

— members of a flnlte set of ezipentary constltuents ~ad’cordlngvs to
dré

2 sonw\ 1nd ~of ! we l-for ess, rules. . These ) elementary e
K . /' ..,_J,_.. - .
. cohstltuen%s,/as well'as the relatlonShlps among théh that are <
A % ) . .
:, . 1nvoxed in the /well= formedness ruLes,- must"be dlrect}y\ .
B i '/ . // s . .
X peqpeptible Ihus, a perceptual system rmust 1ncorporate some .

basic eplst/nologlcal assumptlons about the klnds of thlngs that»

. i . Ay .-
e it can/@i;delve and” the’ rules 53?Ern1ng their assembly ¢ The» -

u/kf formedness *rules cam be ‘used to. reject - 1mposs1ble !

£ ) r : h

~/k‘lnter‘pretatlons of the 1nput stlmuil, and may also be useable. to 'Einf
!:/.’)'\ > ’/ AR "* :‘_ :4
//{ ' predlct other,,constltuents that, pou;d be present 1£Ma given; o

. N v
’

R ,partial’theory is conpect: ' ; . e
; y y . - .

. t - . .
! 4 ‘ } ’& < ) . - P,
s 5 Thls ‘perception framework stumes mechanisms for .using - -

L subsets of. the input stimuli to form initial “seeﬁ@ h;ﬁgtheées -

for certain - elementary - constituents - (stimulud-driyen
| hypothesizationf and mephanlsms for - deriving hypotheses fbr‘,’ -
- - — .“/ . '._.. ~\I
‘ add{‘?onal compatlble constituents’ from a. partial. theory:

- t

(theory drlven, or predlcted hypothesization*)u”_it also assumes. -

~ mechaniSms for' verifying a hypothes1s,aga1nst the input stlmull
n , and evaluatlng t he well formedness of a compqund hypothes1s to. -
-, 3 ! .. "‘
o bgnR it gono measure of quality and/or likelikood. A theory =~ ..
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' may therefore be thought ”of &s hypothes1s "that has been -

evaluated 1n thls way and a331gned a measure of confldenhe.*'

.;' h.‘ ’ ’ ) .. . . ' -‘-. ..1.«\ -,
‘:/>/n, "I the case of speech understandlng, a theory can range from

< _an elem/ntary hyprhe31s that a partlcular word 1s present at a

‘ ¥
partldular qplnt in'nﬂhe '1nput, (a2 word mat%h) tq a. complete

. 3 o TN

. hypothes1s %f a covensng seQuence .of words with . a ‘complete .
- syntactlc and semant1c interpretatlon (In general‘“a theory can,
oo / " -

be‘a set of compatlble word hypotheses w1th gaps between them ands_'

Vo -

« with partial syntactic and semantic interpnetations % A partlal
3 o ,.,4.'

oA Lok
theory may be able to generate pred1ctlons for approorxﬁ%e words R

- . ¢ sgare
ﬂ11:‘0§ claSses of words e%ther adgacent “to i&ﬁe “wordsf already

#

b o= O Vi -

- e hypothe51zed or poss1bly elsewhere in the utterance e } -

’ i » ' 4 ' i 7}%;‘ A ’ ".fé:‘ﬁ e * tz":' ) ¢/'

A #redictions_areAdealt_with,ln our computational framework by f
. K . . T : - o ,

S . two kinds of-devices: monitors,'which are passively waiting for e

expected cbnstituents‘ and proposals, whlch are elemengagy

*

,“ hypothesés that are to be evaluated agalnst the 1nput Proposals.
S ‘\-ﬂ'

result in actlvély seeklng stimuli that would verlfy them, while

- \ '3 - -

- monltors passively walt for such"hypotheses to be formed. ‘The

- . ”~ M . - 5

< . . o . .
functioning of monjtors assumes that *there- is_an orgamizing
. e ’ - ) 2 o~

-
* ., - *
. - . . — s
! S . ’ i

\‘~‘. *Our notion of= st1mulus—dr1ven hypothes1zatlon is essentlally the
‘ Ssame as that of "boutomuup"* process1ng refe réd to in . many
dlscusslons “of , such rocesses.,, However#. our notion of

P theory drlven.hypotheslzatlon . is slighﬁly different “from . the
.. sSense -~usually given to "t'op-dgown" processing .in that it does not -
", "“necesdarily imply any globa% "("topmost") ‘hypothesis,- but .only
- . predictability +by” somé _other. hypothes1s, which may itself have

+ been ‘derived "bottom -up'™. The terms "top-down" and botfom-up" *
. +. in this. sense’ ~come from 'the ‘literature . on F{onmal p@geing
R algorithms., - . .- wu S (ﬁﬁa.gﬁ
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L. ‘Structure 1nto whlch all der1ved partlal hypotheses are placed .as

gtdgy arg dlscovered and that the-monltors can essent1ally set i.

’ - .

""traps¥ in th1s stﬂlcture for the kinds of- events that $hey. are . LT

B

. .watchlng foréiEihls is to. Be cohtrasted mlth contlnuous‘parallei

<

evaluatlon of spec1al processes (frequently called Qdemons")- to- -

3 . wateh for 'empected patterps in _the 1nput ,Stream. Monitors. - *kk )

‘

L% S . - - . .
perform no- computatlon unt .and unless some” other process makes .

K . ] - ?‘

e -
an entry,of the klnd;they are- waiting for in- some data structur

o
\ 5 . admm—
- + . 2

-

. -~ . . ) . . . -
. N The ' functioning of, monitors, is * 1lustrated by an eanly'g
1 . 4. . 14 v . . 4 )
' " Speech understanding system . deallng with concentrations of

*;Ehemlcal-,elemen;s “in ~ lunar rocks*"There, forrekample, a word T

< 4
. A
matgh for‘!’oncgﬁtratlon" weuld set mon1tors o the concept nodes

» »
. K !or SAMPLE and CHEMICAL ELEMENT in the semar{tlc network LIf a

4 ) word SUCh is "Hellam" was subsequently found anywhere elsé in the

o

- hd ’
utterance, a checktin the semant1c network startlng with Heliumw
“ o

"/// would lead to the superset dategory CHEM}CAL ELEMENT where it

would wake yp the mon1tor from "concentfatlon", thus detecting y

the c01nc;dence of a detected .hypothesis ‘and a predicted

.

hypothesis [Nash- Webber, 197¢ B g S S

When a monitor is triggered, an event as created calllng for

oL . -
« . ~the evaluation ‘'of a new hypothes1s and the creation of a new
- /

. " theory if’ theﬂhypothes1s is not réjected In general, ‘a number

” of events are competlng for serv1ce by the*progesSor at any B

momeht . In human perceptlon,~ there Qay be full parallel‘ -

hd .

processing of such events, but in a ser}al mach1ne, these events

. ‘ . o . - e - - , . ) ' - ,
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\ " must be-queuedwand given processing resources ,on the basis of - -
some priority orderlng (Even in human‘perception, there,is

. ° ! ' .
. i probably some sort .of prlorlty alldcation of resources, since #

L3

yarlous k1nds~-of 1ntegference can ecour. ) In our ‘computational

- - ’e

KA f‘ram‘eyork events arq ma1nta1ned on a queue in order of prlorlty,
“. the top event being prccessed‘it each step, . - . o
 t %’T @i N 3 "' : -

, o The processfng of an event'can result- in new proﬁ%sals beiné
made, new mon;tors oeing set,  and existlng monitors oeiné
Jk}ggered to _producge ,new' events. Since solmuch hinges on the
event chosin for Drocess1ng, a major 1ssuei1s that of :assigning‘— ,
SR .prlorlt;es T to  eVents - id order-to }fnd‘ thea most- “ilkely

‘interpretation of the input. In the BBN system prlorlty scores

are assigned on the basis of: Bayesian <estiﬁates of the
~ : o - v ‘ .
probabilities of the competing theories,- and certain control”

»

. sfFZ?ZEIEE‘ and priority scoring meﬁ;@cs can be guaranteed te
- dbscover the most probabie 1nterpriégflon of the 1nput
?.: ) . ' . . . .t -
- g .. T K ¥ ‘ Y
5. Control Strategiesv < T e . )

] * -

¢ M 4

The above discuss1on leaves open issues such as when _should

- .

seeds be formed, how many ‘'should be con31dered, shouldgall seeds ™|

be 'worked on in parallel, etc. These ‘issnesf we refer' to as
P ) . . . o \ . . : . = R B
control '-issues. They have been criticallyf important‘ in

P

r . computerlzed Speech understandlng systems.‘ﬂIn the BBN system,

-

- ;” for example, there are a varlety ‘of dlffezegt control strategies

that’ all fit within the above paradlgm. Flgure 1 1llustrates-one
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“utt%rance‘ that sufficiently salient word matches are found, The -

‘the correct interpretation. ' e

“middle#dut", theories are'grownAby/startingﬂwith a seed word,

. ) . ’ o —' ’ ' . . Y - " = . .
- R NG - ///,////ﬂ Multiple Theory Formation
class of strategies’in which seeds are formed anywhere in the.

- 9’? e

’ T

figure shows the ‘seed events formed as a‘* result of .an initial '
scan of anfutterance for high likelihood word matches'anyWhere in /rﬁw
the utterance Each/ theory is aSSigned a score express1ng its,
likelihood of being correct (actually a logarithm of the, ratio of

the likelihood of theﬂacoustic evidence given the theory over th

a priori likelihood of that evidence—/pccurrink independéntl ).
. ‘,, L N .
The region of the utterance covered by the theony is iffdicatgd by

specifying its Ieft ’and right boundary pOSitions in'a Yist of

potent1al bohndary pos1tions (the left end of the utterance is *

-

numbered .0 and in. .this case the right end is. numbered 18) The

s Ly -

_exclamation markséfndicate the theories that are(actually part of -

ERLL
. fd

5

For this genéral class of control strategiesx referred'to as -

-

asking; a higher-leyel linguistic component to predict categories

of words that‘can occur on either side .of "it, asking‘ a lexical

- -

retrieval com onent 30 f‘ind* the be‘ matching words in those

categories on the appropriate 'sides, and generating events for

each such word ﬁfound to extend the theory by ‘adding that word

- L

Thus, events will be placed on the event queue to add‘words both

on. the left and on the right ends of given theories ‘These- "new .
( . ~

word" events will compete with each other and with the remaining o

seed events on the basis of sgore to determine which event Wille
. ot - -




-

1 (Bfackets

‘-

=
~
)

e '
N
g

-% ’

e

*
-
£
*
.
b
L4
A
beid

. brocessing to a different competing'theory. -

"theory

. comblnes”the theories "show'ﬁeﬁzand\;trlps" when they both notlce

Multiple THeory Formation

be processed next, oausingvthe processor to sometimes . continue

e o,

addlng“ words* to a éiven»fheory and at other timez-to shift its

v

~

3 . . ’ ! - s
. .

F&gure 2 shows the sequence of theor1es that are formeéd as a

P I '

result of tg;s process, startlng with the event queue of Flgure

in the figure 1ndicate theorles that include the

hypothes1s that the left or rlght ends ‘of the utterancé\have been e

reached. A numbér in parentheses after a theory number is' the
»
- number of a 'preceding theory from whlbh the 1ndlcated theory-was\ r
L ’ - -’
formed by the addition of+a new word“)- Notlce that the final ' l”

1s developed in this case by working Lndependently on two

1 . ES

dlfferent portions of the utterance starting from the

.seed% Do
"show" "trlps?.f The . theory in figure\z is in fact

and ‘figal

derived from a kind of eveat calTled a- collision e/ent wh&ch

Fa e - K

fllllng the gap between them. *Thls event is’

formed durlng the process1ng of theory 13, although 1ts score "is

..such that 1t does not reach the top of the queue untll theory 23.

the word '"her"

-
C
PN -

Figure' 3 shows the seed theories for a hybr;d strategy 1n

x -~

which seeds are started w1thln/a bounded d1stance from the left

. end of then utterance,, and are-grown rlght-to-left until .they

‘reachr the left end ‘affer which the" remalnder of the processing
. Q‘f{ - '

is left- to-righﬂ‘ g&éure " shows 'the sequence of theories

developed in, the course of understanding this utterance using the

¢ ]

hybrid strategy .' The ‘basically. léft-to-right' nature of the
. - ;f; . . ,‘h{&i‘ﬁt}sl ] ~ ﬁ " . i
. ) ! : ] - 16 - : I —" LI ) N ) ~
- . . 7 , . - e e
(‘ - - * _ 18 . d s .
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. .Started, seems to
T S

¥,

hySrr&ﬁgstcategy,\gexcept for a bounded ihitial deiay 1n gettlng

humaﬁ? speech understanding, since it is clear & at human
process1ng of speech ‘does not 1nvolve the bufferlng of%a complete
1’

sentence before understandlng begins.- The readlné process,
however, may involve more jumping around in a text and share some
‘ - * R .

of -the characteristics of the middle-out strategy.

. . . N PR . v

-

6..- Subconscious Processing of Alternatlves . .
1n.Sgeech and Reading : &

Al N a

~ Essential " in ally of- the ‘above’ strategles 1s that at any

- o H 7 o - -

giveu tlme theré are a number of incomplete,l competlng poss1ble

1nterpretatlonsk, requlrlng .a’ strategy, to determlne when
x ° 4. . _

process1hg resources should Shlft‘ from one partiél theory to

ey - R
. another. One mlght 1n1t1ally suspect that a listener’ would be

A~

consciously aware of such competing poss1ble theories and that

sﬁlfting frafi one t& another would correspond to the noticeable

’
'

* N - 4 - ® 3 . ' ,
phenomena experienced with garden path sentences, Howevgr, our

experiencei with speech understanding systems,indicates that the

construction and-evaluation of competlng partial ‘Lypotheses “is

N n ey

far more prevalént than our introspective awareness makes

-~

/ . * -
apparent’. It seems, then, that there must be some process for

handllng multlple alternatlve hypotheses that is subconscious and
4 -

hlghly efflclent tfor perhaps a’ llmited‘class ofpphehomena) and

. . F .
there is some otheguprocess that makes alternatives__visible- to

- “. - -

ot

- —

our “perception (perhaps for a more difficult class or phenomena

»
»

LN
A

Muitin}e Theory Formation
. N

e a reasonable posslblllty for a model of
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LY

B —

or for those tHat.hawe not been freqdent enough to. hdve Dbeen

“"compiled" into our subconscious, process). . : L
el ! \

i
[ ‘ . ]
§ ) : : .
2

4 oo ’e
.

This distinction betyeen conscious # and subconscious -

- processing is of course not -an- originalﬁ'obseryation._’ For
v .7 . . - . .
example, Becker . [1972] has referred to the former, subconscious

0 - _ 4 “ e
e . . A > . . :")‘5 o . ' —§ E4

progssses as intermediate level cognition. It' is likely that the.

)
\ o : .
» ¢ -

=, *\  pulk of our intelligent processing: consists of = this- kind of

\ -—

L shbcodscious intermediate - level processlng, and that the

Y

"thlnklng" whlch we are aware ‘of at the consc\pus level is merely, j

-
=

the t1p-§F the 1peberg 002701ous Drocesslng seems .to be largely

- ;r ~ ~: PR u ;,- B
‘ sequentlal and relatlvely s4idéw, while, the subcons01ous processes -

2 . . A

‘ must (by virtue of -the 1nformatlon proce331ng tasks that they s

*

S ac§;gyilsh) be e1ther hlghly parallel or. exceptlonally fast (or °

bo hy. Other examples Qf the kinds of subconsclous processes to .
R H e “’7', : >
. which I refer are the retrleval df an association’. given a :
2 e ‘ _ ’ . ‘
Stimulus and the recognltlon of a face. = - .

N -

- . - N -

I will argue that the reading process " contains large -

components of this kind of subconscious processing. In general,
a -readér is " aware pnly of the final interpretption which he -

T S
" piaces—on a sentence in a text; he is not aware of- all of the -
.*//;

1ntermed1ate stages of the devlvatlon of that Interpretatlon, all

-
~— s ‘

of the-local amblgultles that were resolved by later context, and

—

the 'accesslng‘ of’ factuaﬁ ,memory to evaluate plausibility of

L

- competing part1al '1nterpretatlons. T\Neverthe&ess, a close
o ) - ; ‘ - . a .
, / ' ekamlnatlon, of the 1nformatlon.processing reguired to arkive at ,
/ . r N - - S - R b
/ * - >
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\\ s _ . . . . . . '
the fknal 1nterpretatlon ind1cates that large amounts® of *such’

e ¢
. —
.

nprocessy{é must be going on. . By way ‘of exampleJ’consider the,
" - resolution Of the. antecedent;"o? the pronoun "they".'in .the
following pairﬁof sentences adapted from Winograd [19717:

\ a) The city councll refused to grant the women a parade 'permit
because they feared violence. ’
R

b) The c1ty council-.refused to grant the women a parade permit
because they advocated v1olence. .

/"

+ 'This sgesolution ,appears ,to, happen effortlessly, but the

‘criteria that are needed to make the selection indicate .that a’.

very sophlstlcated

;1nterpretatlons (“councll feared v1olence" in the f1rst c

H

. A
“women)‘advocated violence™ in the second) on|the basi

- » € -

simple strength of assoclatlon betweer "council" and "fear" orf

between "women" and gadvocate". If anythlng, one's a priori

=

-

t -

'q! "Sl 2 . ' ’
would appear thal

Al -

s expedtationslfor'X:chfassociations would go the other way./ It

on a priari grounds, women fearing violence

»

-

‘. would be at least as plausmble as clty councils fearlngnjlolence.

1" It -is only at the level where ‘one beglns to evaluate wHat would
1 =

plausmble grohnds for a city cbuncll toimake a nzfusal tnat

~ s

_the preference emerges. ?hls implles:a process ‘in hich very

-

high-level ‘evaluations of alternative interpretatﬂonﬁ oﬁ the

\
resolved. ~It does nQt seem poss1ble t%; even/formulagg‘the

._sentence are required %efore falrly low level _ambpgultles are

- - .

-

necessary question to resolve the amblgulty ﬂﬁ%ll both o sible
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[V ke - . o~

Interpretat'ons )haVé been forpulatéd and elaborated at least to

>

the level f Justlflcatlon of grounds for. refusal It is cleanly
- ! / . ©

< .
not the case that a process must-belslmple and-easy Jjust begause

’v . N . M 1]
it happens in the head very rapi&iy and without apparent effort.

In subsequent sections we will consider,'many ‘more examplesgiof
. R . . ~ . . N

. - N}
this %ind of inference in reading. o - -

I3

> K ; . to .

Implications for Psychological Models of 'Reading ~

, The .above picthre of the perceptlon process- as 1nvolv1ng

many competing partlal hypotheses that'are formed and e\(aluated~

®

,Below the ;evel of introspect&on’has sign@ficant implications for

~

the design' of Vexperiments “ to 1nvest1gate the reading prooess.

‘For exampIe, 1t is possible "that a’ large percentage of tHe

e

reaction-'time for understandlng m‘ny sentences is due to the

1
* -

evaluatlonvof competlng alternatlves and not due at all to-

aspects ‘of the correct interpretation} Thus, two different
sentencés or texts hav1ng some identified difference in the

structure of théir correct interpretation(s) that one would Tike

ot -
« 7 1 -

o

to investigate'may also have differences in reaction time. due * to

fy : 3
extraneous -differences in the number or complexity of competing

-

”

partial. hypqthésés that are not;oart of tne final interpretationl,

ot

+

To make matters” viorse',' theief‘f‘.ect of .such competition

. . &‘ . IS N . - a
depends critically. on !gihether the process for handling

A : s ¢ . ' 4
alternatives  is a serial or parallel process. As a simple

i
&

‘example, consider‘a parallel processing ‘control strategy which at

Q.; 23 ;
25
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The * speech understandlng models also pred1ct1;hat a favored

competltor may be found”much sooner than an unfavored competltor,.

- - - -

) and that the reactlon t1me for a . given 1nterpretatlon may be ®

,longer if the carrect 1nterpretation 1s delayed by a- partialv

‘"1mplementatlons" could 1nvolve a large number of active memory,

e/ - j - .Multiple Thebry‘Eormation'.
] - / ) ‘;- . % o - - ', ,\ \
each step- extends the n most llkely theorleé in the event»queue T
for some number n. (perhaps~ large) The <. up td’;n dlfferent
theories‘ may be pursued as alternatlves ‘w1thout introdudLng
éeactlon tlme delay,e, 'b‘ut alternatives “in excess of —n_:':would
| introdue‘eh'_ delays. Lo ST /" .

theory that looks better locally but does not extend as well s T e

e e
v \
° . R . © .

-
M - . z

r In the human brain, the 1mpl°mentatlon oP such capabllltlesv

‘may not correspond to that of a queue serted by priority. Other

=
-

A elements that 1nteract among themserves»an such a way that\the

= -

hlghest prlorlty member is selected for proce551ng, or, resources

" serial machines,- but“have to be made from an .extrapolatlon of .~

could be allocated to all pending* events in proportlon to the1r

v L
priorities, etc Thus, t1m1ng' pred1ctlons cannot be made

.

“udlrectly from the performance of computerlzed systems/runnlng on

3
hX

such .behavior to hypothesized mechanisms in " the . brain.

=
- =

‘

."*"*"‘,’; e

extrapolagion " is *large, 80 worklng out a: psychologically -
)0

verlfiable model of the?process is llkely to be lengthy with many

t q ':‘? [ 2N
1ntermed1ate models that have to be formulated and then reJected
. ‘ » . I
Fy o - . ] ’ ¢ ) ‘ w b
- = - 2“ = ’r’ - k: "‘u
- 26

‘ Uﬁfortunately -the - number of degrees of freedom‘ in | such ';y

(TR

]




Multiﬁié Theory Formation’

S .Q, . Co . ) .-'; < ,

Close Look at Some Reading Material . e, :
T [ . L o
L oo N _

» - < “

'Having now given, I hope, suffieient reason to believe that
: . i . i ! 2 . - ' ‘
both *in spee$h understanding ahdtigrqeading there are significant

‘?nfere@tiil‘ '@rqcesses 'that»l*occur pelow - the leved  of
. iptrdspectacn, and. that” the characteristics -of, these f"pr*ocesses
are-quitekaiffenent from thgse of ccnscioﬁs‘infepential'processes
(especiall}- with_ respect to appaﬁent degree of . perceived
fcifficulty ve;sus‘the amount of inforﬁaticn péEEEEEing actually
done), I would lige’ now to look-in some'detailfat the readiné
' - A, M .
' phocess. ‘5 Ky

¥

I. will present fragments from * two passages . witg

- 'Q - A ‘,xx‘

sugnlflcantly different levéls of readlng dlfflculty, accompanled

t v - *

E detalled analys1s of some of the 1nferent1al’problems that
. ‘ ' L e N
must be solved,ior.their full, understanding. Each fcﬁ%ment cdmes¢

’ Y 0 . . Iw-o
frem a passage of 4»6 pgragraphs that ¥1's relatlvely self

L

cpntainec,i;but has apparéhti% been extracted from some 1arger

work'.-' T?e assages are ¥from Uhe -Rlvers1de Researdh Instltute
ﬁeadlng Competency Test: [Rlverslde Research'Instltute, 1974}
. s, 3 s .
\ . ST -

Té’ff! ) - ) ', . -
Taffy . is - a, puppy. She is small.. She is soft.
She is syeetw What if Taff belonged to you? _, Would
¢ 'you know: what to do? -Read-this story.’  You will find
but howﬁtd take care of Taffy.' ‘. "
T‘”ﬁf' I&ffy sleeps ‘a 1ot She needs” a place itc est
- Take 'a 1large "box and cu't out ‘one side. sut in
" something. soft to lie on. This will_ be Taffy'siébed
Put it 1n a warm place. Keep 1t dry and clean. )

<

‘.

f
>
b
‘%
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<

The apparent ' purpose of th1s story 1s to let a c¢child knoW

o+
what hav1ng a puppy 1is llke R Th1s includes preparlng the child"

A L}

to empathlze with the puppy and take care of it. The story
assumes knowledge of what a puppy 1s.n It addS!toﬁthe concept if

not already present the attr1butes of smallness, softness,.:and

’
[ -~

‘sweetness (Not1ce that. the child must_concludé that sweet is
not a taste but a personality attribute.) Prominent in the story'

are rhetorlcal quest' . igned to make the child thinii to

extrapolate from the glven attrlbutes. {he‘stvrﬁ/gets‘up the

impression of 'holding a Small ‘soft puppy. Then it asks
rhetorically ,,#hether child would know what to do with a puppy.f

The 1ntent1en 1s apparently to set the Chlld up 1n the 1mag1nary

.- .

‘s1tuatlon of having a puppy and not know1ng what tb do w1th 1t

Pt Sy -,

The stary then suggestSea resolutlon of the . dllemma - namelys

read the’ story The result w1ll be that ¢child will know how to
e, t . .
take care of‘ a&lppy : ' .
r Lo - ,.
L Although the ent1re story is‘ wr1tten in terms of a

Ty

ll" partlcular puppy,‘ Taffy, itis clear that what the’reader is to .

- B — ~

get .from 1t is to apply\ to all pupp1es.

How is «. thls

o«

d1st1ngu1shed from, say, a story about Las31e, in whigch the sﬂbry
we :

'/i} intended to glve attqlbutes of‘ a part10ular~dog rather than
d

s

ogs in general?. . ”l s R .

\( : - . A ~ -
_.‘ ‘ . " “ ’: . . L N a . ’ *
The rest of .the .story, .of which the above is’ only a brigi
‘ . ¢ M - -‘ . . : ! P
‘ care of a puppy." It

’

P

L]

might be réad for




,?{_:’% .- ' \,.‘ ',fi"‘. t . ) '
' N N A 0’ . y ) @ . ' ) -
* . . de - : . /

- ) Multlple Theory Formatlon

¢ . - , ) ."’ ) &
general ipformatioq, ;n‘whichtéase_theﬁgeal-of the stery Tis forA
"the child to remember at sose later ‘time eomething about $akiﬁg
care of puppies. It could also be read w1th an ‘immediate need at
ﬁeﬁd .and followed like. a cookaok ‘The feziow1qg is .a
sentenge;ﬂi-senténee .eccount of some of tge ehabacteristics of - ~
‘this story. . L ~ ; o L T O
A.1. [Taffy is’a PUDDY « S . . ’
- This sentence occurs with .nb prfor ¥contextk In
i isolation,- it would be an informing statément and would
‘ presume that the reader knew some referent for Taffy, but r

not that it was a puppy. As part of a story, perhaps it
can be interpreted as introducing a character. Certalnly,
the. intended result .of.the sentence in. understandlng the
story is the ereation of a temporary ent1ty ~of type . puppy,
named Taffy, about which the reader expectsA%o hear more in °~°~ -
the course of the story . ] L ~
- ]

2. [She 1s‘small.) -

>

 m—

b

/ .%hl$ sentence adds an attribute to the introduced
_ character (character development) The anaphoric referénce -
(“she") here is8 easy, but- in general would be more ---== -,
“difficult if there were more than o6ne potential, anteeeden -
- In this case, since Taffy is at best sllghtly Qorrelated TN

o . with femini e—gender, ‘the femlnlne pronoun ‘is more - likely
/ . to be in rpreted *as adding information. to the model,
rather ;thah'a restriction on the antecedent. This. is an. A

exampLe f -a situation where what would be a prerequ181te ’
in one conitext 1is add1ng information in another.: - -

4

3,#. f She is;soft. She ds sweet, ]

Same as above. - o

- &

5. EWhat'if Taffy belonged to you?] +

R . . _%¥his is a rhetorical questlon that exhbrts the reader ' of
to ‘add a representation _of himself to the situatiom and '
draw some forward 1nferences (ulterior mqtive '-- arouse

— » » -
feellngs) y -\ ' .
- - A
) 7 M -
N K .
-
¢ s
- . - . Y . ; . °o x’
L I . ! : ~ e
N 3 > \ - . R - = 5 . & N
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M| =~
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.
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6. [Would you %igz;yhaf’to'dO?].g.i N . ;
- BN (Y U . - 3 A ~ .

Another rhetonical question. X
to ask this , question of himself. (ulterfor motive --
reader reoncludes he wouldn't know what to do or at ledst
would like some. guidance or refreshment% -

7. [Read this story.] -

. An impéritive. Notice that this sentence has a seif

reference -~ the ahfeécedent of . "this.story" is kot present

.. “ - in the dlscourse, -but refers’ to the 'story itself, The
, reader must be-able to identify thé.peference. Note that a .

literal interprétation (e.g., by a.computer) might be to.

begin-again at the beglnnlng to read the story, which would
result ultlmately in an infinite 10o0p. The <¢hild 1is

. . presumed, to be sensible enough to know that he has already

read part of it and ean fulfidl - the command by merely

f reading the rest of &the story. Alternatlvely, he can

oy -assume the phrase "this story" is’ a forwatd pointing

reference* to what remains, and- that‘the part that-has just,

. been read is somehow a preamble or., something, but not
properly part of thesstory

, The cblld could concelvablyk
N take elther of these alternatlves..

¢ /‘

‘ 8. [You w1ll flnd out how to take care of’Taffy ] Lo .

L A declaratlve sentence, but presumably 1nterpreted as
' the consequﬁpt of a conditional -~ "you will find ouf ...
o . 1f you read the story". - Not only that, but it says
you »will learn how go take care of Taffy, when in fact,
what yaou wlll learn how tp do is take caré of any puppy.
~In the “entire story, Taffy 1is cleéarly the name of a
: variable that can later be instantiatéd. -Does the
. fully undenstand thds? . Does anything in the subsequent
v story depend on Taffy being female° How does the .child
.A4determine’” at  what ‘level to generalize what he learns.”
E.g., to all puppies? to female puppies? to small,
" female puppies? ar gerhapS'to small’, soft, arimals? On the
other. .hand, if he were really leafning how to take care.of
,Taffy, a partlcular dog,; he would have to know where she

- 11ved, etc. > N )

e .
y - , ) -
. .- - . . . . .
» v 2 s e

¢ - r

After the ‘flPSt paragraph

&
i

af

port1gﬁ of the rest of the ,story (maybe all” of it) w1L{ “be

A

instructlons"ln how, ta take carerof a ddg

.~ a few more senténcesJ‘

RS

This invites the reader .

that, -
child. .

" soft, - .- -:

there is an exg@ctatlon that a major :

We will discuss Jusﬁy'

WA
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9. [Taffy sleeps .a ldfq] : .l ’; T -
& k4 - ) . ' Al ' ‘I
This adds more .to properties of a puppy (Taffy?)

- (ulterior motive ww- motivates next_,séntence and rest "of
paragraph) ., ~ L .

50. [She needs a place to rest.:] _— - T .

—
=

¢ - An'implicit htheréfore" relates! this sentenéé to the

previous one. (ulterior motive - .creates a needrwqﬁbh' -
subsequent. sentences will tell how to meet). Does. a child
\ «+ .~ +pick up the implied causality connection between this and®

— the previous sentence? ) ‘
. ; 1 .
11, [Take a large box and cut out one side.]

.////’”i Thi:> imperative is not necessarily ° to  be @~ done -

-

immediately .as- was the one in the first paragraph. If the

/ reader i$ in recipe mode, he might do it immediately, but
even .then it would be better to incdrporate the'instruetion r

. intg a plan that is being built-up, and g0 on to read .more

- . instructions before * doing .anything. " If in the mode of

! reading for future. information, the reader should form the

plan, and also. elaborate the reasons for.the individual
steps, so that he will be more likely3to remember it./ The '

previous senténces motivating this sentence he;g in“this - °
- respect, but the reader should also internally ~ answWer sugh -
> questions as "Why' a- box?", "Why cut’out one side?", and

"What-am I going to do with -the box?" - Also,, he should
understand that this use of "take" does not mean "steal", -,
" Likewise, he needs a decision op how large is large? This is
‘one reason for incorporating. .- -thé . instruetion into | a
tentative plan and - then going on to elaboratethe plan.
Subsequent ‘decisions -may have ‘a” bearing on how large. the box -
must be, For example, a refrigerator.box or ‘piano box. is.

o

’ not necessary.. - . _ //// <

< . T . . ~
- -

8.b. Growth - L . K .

L .
. Growth' is characterized by organization.. Group -9
- growtll charts show many age- level wuniformities- and
predictable age level - changes® Differences between ’ ’
B individyals inZgrowth certainly exist. However, most -
v inggvidnals tend to be only slightly variable in their ,
: ,.¥§atekof growth from one age level to another. .
. - Il N . <
;x'u'. o This'story i5 much more abstract and sophisticated than the

- - .

Taffy 'sto;y. <It'is apparently intended to impart to the reader

-
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< ‘

some general ‘'information f§about °the grgwtb process -f‘or'“,,.so,me_"\"/
L] . . o - ) - .

indeﬂﬁniﬁe future ase. The passage could possibly be an excerpt

1

from a biological text boek. C It Wis characterizéd by a much

v

. greateﬁ):necessity for the;readap to suspend judgment ontpossible
Ay .

‘of the- dlfflcg%lles of thls passage follows . : -

1nterpretatlons of portlons of . the— passage until “he has read

~
3

-

further. Among other thlngs,‘ it is characterlzed by a large

H -

number of nb‘un noun modlf‘lcatlon constructlons ("gr'oup growth
,‘ -

chafts" ~tage level unlfdrmltles“, etc ), where A noun. is* used to .

nodify another noun. The intended mean;ng of such construdtions
. \ . \ L - R4 vy -

*is crfﬁicallj dependent on worldi;knqwledge ‘of the habitual

relationships between the two nouns. A detalled account of some

- - »
. - , “

- - -

J. [Grouth is characterlzed by organlzatlon ]

- —
- ~ .

W

-

~-

This sentence 1ntroduces the topic "growth" and  focuses

on its organizational aspect. It doesn't. say much as a
factdal® assertion. .If the reader asks himself *a great -deal

about this question out of context, he may try to instantiate -
examples of kinds of- growth -and try to find instances of .

organization assooaated with them. In ali 1ikelihood,

» however,  he will dd little with this sehtence, but go on to

see what's coming next g )

2. [Group growth charts show many ‘hge . 1eve17§ﬁniformities and
predictable age level- chauges ] - S

l ‘ = ’
' Y

) [ & .
‘This 4s a dlgflcult senﬁence ssyntactically., It has

N

_ three nounenoun modifi*er . constructions’ which - require‘

~inference - determine, -their meanlng;' If the phrase '"group

. growth charts" fieans somethlng to the reader as a. technical
}erm in Some field. then the sentence is considerably easier,
but otherwise, e. is‘ left .wondering ‘'groups of what?"
(poss;bly people, but .the story doesn't say). The " most

. general possiblé’, assumption is growth of organisms (or

- perhaps even mor'e general .Still “~ .includipg _institutions,’
" eultlures, ‘empires, etc. - all of thia,%s Qonsfstent with the

very abstract first statement, and it is -possible that the’
vagueness and apstractness of the first' sentence is intehded

to ije’sjii/}eneral interpretatlons,of the second possible’, )
0 ) - = ' .~ . o8 "Q"\

+ L

8 v )
R - - 30 - . ¢ .
. 3 . N H

.
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The ﬁhrases "age level Uniformities" and <"“§§ level !
changes™"™ are again con31derably more easy to understand if
they are previously known technlcal phrases than if they have .
to 'be figured out from secratch.” 1In the latter case, the ‘
reader needs to decide whether the phrases use the word "age™"
to modify the phrases '"level wuniformities™ and "level

changes" or’ whether the phrase . "age levg;" modlfles ’
"uniformities" and-~‘"changes." 1In thls case, wWe assume that R
the reader is familiar with the concept of "age level® and’ ""

* would for, that reason choose the latter interpretation, since
He is not llkely to find a plausible reference for the phrase

"level unlformltles" "(Note that "level changes" *is a -
perfectly good phrase, but would require .a subquestion -~ . :
"what kinds of ‘levels"). The sentendes would be more :
~properly punctuated das "age-level uniformities® and
"age-level "changes", but such -punctuation is frequently

missing and. a' good. reader is expected to be able. ‘to
understand the phrases.” anyway. The difficulty ,is, greater "
without the hyphehs, since it opens up the p0331b111ty of '’
different, 1nterpretatlons -and requires the reader ‘to resolve ,

the amblgulfy using semanylc and pragmatic con31deratlons. -

Y
R -

[plfferences between individuals in grownh~certa1nly- exist.)]

. It's_ hard to .8ay what this sentence does, except“to set
up expectatlons for what will ¢éome next. The choice of the"
~word  "individuals" suggests a restriction of the notion of
growth being talked about to single organisms and perhaps’ to ?r%{/
people, rather than” the more § eeplng generalizatiens .to .
organlzatlons and cultures that were possifle for-sentences 1 °

and 2. For a reader who Jjumped to the con lusien that -growt o .
of people was being talked about at the,,outset * this ston§

may actually be easier than for the more 1ntellectual reade

who made,the more-general extrapolatlon and is now. faced with

the necessity to-reconcile this use of the woﬁd "individuals™"

with his prev1qus generalizatign. . =

. It mlghtﬂbe possible that this sentence sjust referred to ,
certain kinds.of growth (i.e. of '-individ 1s),’ while the
stofy as a whole -<Hould tlll be abohgéthe more general
concept of, growth. However,\gome pragmatic rule 'seems..to say
that if that < Were the case’ then the story "would ~have
contained some transition indicating a temporary shift to

,considerlng growth»of individuals. Such’ sentence““mgght,%
have been "In individuals, differences in growth exist" (with

a presupposition that what 1is being said is not true for
growth in other than individuals). In the absence of such“ a
focus-shifting locution, the good reader should assume that - e
this“sentence i's still about the same,6 topic at the same

level, and ‘therefore his _initial' uncertainty ’about the
genérality of the qoncept of.grdwthzﬂbeing‘ disoussé@ should =

-
*

- 31
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here be resolved ' to "refer " to the growth,of:iﬁdividuals{

- (probably human). \ o

" Some processing load, whién may have been considerable;

-

was requlred to keep this decision-open to, this point, and'

some 1s still required until the Treader détermines whether
the individuals of, concern -are’' people or individual
organlsms. The resqurce expenditure required to keep. .8uch
,de01slons pending may. be considerable, and may slgnlflcantly
affect reading dlffloulty or the performance of resource
llmlted 1nd1v1duals in’reading such passages. .

4.,[However, most individuals tend to be only §llghtly Qarlable’x

in their rate ofy growth ~from one_ ‘age’ level to another, ]

g 7

—. The [Mhowever" here has the “effect of negating or

diminishing,the strength of the preceding sentence. The
general - pragmatic rule seems to be that ‘"however" will
* introducd a sentence (or paragraph) “that »contradicts some

expectation that +the reader might otherwise have drawn from

the’ preceding sentence. (or paragraph). It takes. considerable
inference to determine .which specific expectation from the
previous.. sentence’ is here -being -contradicted. One
pOSSlblllty is that the author is trynng to contradict the,

inference 'that .the differences referred to -in’ the - preceding‘

‘,sentence< are: large*, (This would explain the_ 3‘ s . of

"certainly" in the preceding sentenced although I atr nok sure

what -the rule is, or whether the use of "certainly" iéadsﬁthe
‘reader to expect SOmethlng of this sort to"follow). = -

E

,: Ihe use of "most" implies that 'npt~all'individuals
satisfy the assertion. The use of "tend". is_. another hedge~ ~—

word, that says the statement: is not always- true. The

' statement so qualified, that,is} the predicate whigch tends to

be true of. mqst individuals, is that their growth prate is
relatively.r stableyfrem year to year. Thus, "However" is now
explained not as contradicting the pessible inference . that
the differences are large, but instead it contradicts the

possible—inference that differences in one dimension (from

&

\’" ), -
........ .:";a - - ) DI .
-

¥Note that I -am .-not necesgsarily assuming that‘ the reader

dﬁ.sciously -invokes  models of thé author and his intentions in.

understanding such sentences; the rules can be formulated in such

-8 way -that né author or ulterior, motives need to be explicitly'

mentioned “~However’, it is probable that - a reader who does ‘have -a
specific model of -authors and théir intents is better able to
understand ‘Such passages by.invoking such a model as discussed

. by Bruce . [1978]. It7is likely that the necessary rules can be
‘more succinctly represented and learned by using the eoncept *-of
‘an author and his intentions. than by learning them by roteg., '
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" individual to individual). might indicate differences in
anothier dimension (from year to year). To fully understand
thése two sentences and their ~uses _of ‘certaiply" and
’ "however", the reader must have a concept of this kind of

‘ * comparison. , L . s

) Whether it ig necessary for the reader to actually set
up a model of  something potentially varying over several

. dimensions in some space, and mapping age dlfferences and

, ~ individuation onto two* such dimensions, I am not - sure

However, it 1is_ clear that a reader must either ignore the
cues glven by the use of "certainly" and "howewer"; in which
case he risks’ misinterpreting some part of the story, or else
fe ‘must have a sufficieptly rich analysis of the sentences
and jtheir possible 1nterpretatlons that he can fully account
for them. A .reader who is. ‘in between these extremes, who is
trying to account for the use of the words, but is not adept
at constructing possible wunderilying models to.account for
themg“wnl find this passage more dif‘f‘icult than either of
' .* .., the Tother “two kinds ©of readers. " It would be a considerable
< + challenge to devise a test that would distinguish these three
‘ u4d1{ferent levels of reading. One complicating factor is that

- . would probably vary considerably from one set of syntackic
cues to another, :

-

-

up a fairly abstract model of how growth occurs.\‘Thé réadef is

not.asked to do éLythlng 1mmed1ately except somehow to a331m11ate
: the sgoﬁy.f Thq purpose. of the'peéder in regd?ng lhe’story_ﬁhys
‘ - becomes ogipafémount %mpogtahce,.éhd i? ﬁié’purpose is to preépare
g;mself to perfé;m in someJqéy in theffdtupe using a modei;éf how

(W) - “ - L

‘. growth occurs, then.he is 1likely to do different things in

-

- o reading - the'story than if his purpose is, say,"™to be prepared to

*

. blanks 1n the story Of“course,‘lf this passage is_ read by an
1 ! . ’ .

. elementary school readeﬁ: it is likely ;hgt he does not have the

A\ V4 * R * ry . -
goal' to prepare himself for some specific future performance,

‘ 33 )
* = L] * * b * , *
t TCJ‘ . ‘ ' - 3>5 . e . - -

ch of the three levels of comRetence a reader has mastered’

) Notice that the purpose of this story,seems to be to build

answer questlons at the end of the passage, or to fill in migsing

L3

\o




, Multiple Theory Formation
» ’ = - -
- > . _ *
since it is likely that he cannot even imagine a,specifichuse for

-

£
- — P

the informatioh. However, the author may have such e use in m;nd
in*writing 'it. 1In partioular, the author might be writihg for an >

]

adolescent who may be ‘concerned that his own rate ofﬁggowth is

H - - e

too ‘slow or .too fast, and may’want to convey such.a-growth "model

>so- that the reader can understand‘what's happenlng to hlm It

seems llkely that two students, one of whom 1is congcerned about

- . Ve

his slow rate of owth,.and another who 1s‘determined,tolbeqome

. . . 1
“~,2 biologist, will get completely differgnt things —.out -ef this

- -

story.
? y . ! < . & N
f Y e 'Y - :

9. Some Details of,the Reading Process - , -
) . < ) . .

- s

o

The previous discussion has outlined g!ﬁe of the"inferences . ;
»+ that that need td.-be made in the course of understanding these

two bassages. ‘* However, it sheds 'iittle -light’ on_how thgse
ihferences might be organized and carried out. ) Experience ‘Withﬁ
computehized . li?guage 1understahding‘ programs ﬁwend speech.
underst;nding systems can'-give us some insight /into how these ’
- Vo

processes’” mlght happen, although the plcture at the moment is far .

from complete. In the remainder. of thls _paper I will discuss in
more deta11 some of the low level de01sions that “have to be made
and alternative hypotheses that have to be generated and

considered, pointing out as I do so where existing techniques in

- -

natural ianguage ‘process1ng by computers have been developed to

‘handle similar problems. I w{ll‘cons1der in particular‘the first

. : - vti ! ;“-—. . l ‘v
‘two sentences of the Growth passage. - s

- - - -
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. is charécﬁer;zed by

AN

= The first - sehtenceé "Growth

-organization," is not ' difficult gyntactically.. It ~is a

straightforward passive sentence |with 1little poteptial for

-

syntactic -ambiguity. "~ The first word/ can -only be -a \noUn, the =

' /second is unambiguously a verb“?alﬁhough it_is not clear after

> . y «

" only two words whether it is the main vefb of a copular sentedoef

or an auxlllary verb of a passive)’ The fact that the third wordl

—

= , 1is a past partlclple resolves the sense of tign to‘fﬁ;% of an

auxiliary in a passive sentenpe. [Woods, 1970] gives a detalled
- . 2 e . .
account of how ATN grammars can- be used to recognize and

. f

.

- dlsamblguate this main-verB/auxlllary distinction. After this,

-

"by" is iunamblguously a preposltlon (although whether it is

1ndlcat1ng the agent of the actlon or 1ntrodu01ng something wh1€h

%

an-.action takes place beslde is not unamblguous). Organizatlon

» - —.

is unambiguously a noun.' Hence the dlscovery of the syntactlc

structure of thls sentence is .straightforward and 1nvolves little

. \
nondeterminism: Every local'%yntactic ambiguity is resolved by

the immediately following—word. . ' : =

-

_ What ‘the sentence means, however, is something else again.

. Both noun phrases in .this sentence are mass nouns (nouns that can
Ye used w1thout determlners 1n the singular - form as if they

! denoted a substance,"as opposed to count nouns which can pé.
[ . . .
Founted). When used in the singular with n determiner, they are

"to be interpreted as refering to the general anepts that they

tgéme. . ("A growth", . Ygrowths", Zor "an organlzation" wOuld get

. Multiple Theory Formation ~

L

”~




comp}éﬁely different interp?efatio S; th'difference is”’ ffégged.;

out ‘previously, can name several .

. ‘ . ‘ ! -~
_é? different, copeepts that the readpr might have in his head. If he
f N . N = % *

has only one such concept, thén ‘the -reading task 'is ‘easier &

“(although it may get difficul later on if the concept he has is
. / ‘

not the one the author intend

13

). If he has -seyeral, then the

respect to the reference of this phrase. This can be represented

- s

with the noun pqyﬁée a list of

Aalternative possible ihte pretations /(such as 1is done in the
- ’ . o - P

semantiic interpretation prdgcédure of the LUNAR system [Wogds,

X )

1973a]).

-

x . A
. -
1 . @

f "organization" appears to be somewhat

The interpretation/

. _ — different, large{y becauge of its absence from surface sub ject

. L , .
position in the: sdntence. (Notice , that "Organization

N -

*

-

characterizes growth" wpuld'not have the same. effect as the

.

the sentence is an

i

assertion about growth and what is being
asserted is fhapfit has mény}of the: properties assoziated with
‘ﬂoﬁganigation. That/ is, -go;ganizaéion".xnames a ‘concept where
certain/chdracteri§ %cs'éreéto‘be found that®are to be assogiated

t

now with-growth.

‘@"

,.
P
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— e o .,» Multiple Theory.Formation =

‘“ - : N . -
‘The differences in interpret#tion of the tyo’ noun phrases

- “r

are, due to their pos1tion,in context as different arguments of
r ooe “ =

s

- the verb "characterize" and :as different role fillers in the

gm

surface;structure of the sentence. The LUNAR system handles such

differences inf interpretation as, a function of context by

prov1ding context dependent parameéers‘ to the routine that

computes possible interpretations. of ‘constituents. These
b 3 .o

parameters are’ used to determine the 1nterprétation rules. to he

used for interpreting a constituent (It is possible in general

for different poss1ble higher intetpretations to‘ call for the

1nterpretation of, a consMMtuent in different ways, so provisions -~

-

: o Vs . .
are required to keep alternative interpretations of "different

constituents coordinated with each other.). !
* a“ [ .
+ ‘ , -

#or interpreting the ‘clause as a whdie, a semantic pattern :PS_

\
H

for "characterize" (or. perhaps - for "is characterized by"). is
7 . % -~ T - . -

nd. somewhat vague semantic
|}

gives ‘'two  senses of.

- required. -This is a fairly abstract
.relation. My edition of ‘Webste

LI

"characterize" -~ (1) te describe the characber or quality of:

T DELINEATE, and (2) to be a eharacterist;c of:: DISTINGUISH.

Leaving aside the problems of the adequacy of such dictionary

definitions, I interpret these definitions to focus on two senses .

of characterize -- one in which sufficient conditions' aré“given ) f

as ~in' "four equal length sides and right angles characterize a
i . ;7 P
7 . o ~T "

square', and the other ih which merely prominent .characteristics

or only “some characteristics are "given.  Which of thege two .

1 . .
P .
C - LS .
el ) ! 3 \)‘ ' * N
. " e T

b
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5

senses 1s_chosen‘would make a big dlfference in what the redder
5
belleved . the passage to say. In the flrst case, 1t wouldesay

" that anythlng that was organized would be growth ;\ obvlously
false if one knows~anyth1ng about‘groﬁth:and organ{zatioq?:‘Tﬁe-

B

second- interpretation is that ‘orgapization:'is a ‘fprominént

characterlstlc of growth “ The reader must’ dec1de whether th1s

sentence is trying to 1nform him of an astoundlng few factuor is
~ A

merely assertlng organlzatlon as a property of groﬁth

Presumably the“second ch01ce is more plaus1ble thanf the formar.

uf' ¥

= L8

In the LUNAR system;,such ambiguity_ of *word -sense'was

— - " - e -

indicated by having several sema tic ‘interpretation- rules

associated with a given head word, both of which mlght match a
given . constituent being 1nterpreted Thus \é; procedure-for -

- .- M

.generatlng both possible 1nterpretatlons is Straaghtforward The
4 Fo P . .

problem of evaluatlné whlch of two ,1nterpretatlons is more’
plausible is more dlfflcult and no computer sypstem _at the moment

makes such plaus:.blll,ty*_valuations.- Almost all current compwter

¢ - . ’,ﬂ-l:

models of such processes make all- or-nothing decisions that anl

e

1nterpretatlon is eithér. possible on ‘impossible, with no shadés

' ®

in between,

s R - R Sy

R .

+

One is tem%ted to .say that the .above .choice is 6bwfous (and
o, - -

'implicitly;5therefore easy), but it is not clear exactly how far -
&

s

each of the two alternative 1nterpretatlons has to be elaborated

+

before the choice be made‘ It seems to be necessary to
- §
e actually formulate the erroneous inteﬁpretatlon and pose'it as a .

., -
.

' P
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‘ 'QLassociation befween growth-and organizationv'which as it _ turns

‘

question against one's knowledge in order to determiﬁe that it is

false and therefore the other interpretation is ‘to be. preferred
: . . ‘« . - ‘o

: : I o

; . Consider‘here,the #nderstanding task ‘imposed' oA a .reader who

o@':

was not aware . of~both sense§ of the verb "characterlze" - If  he

‘2

a

< had only:. the correct 1nterpngsa%1on, then the task would 1n fdkt

.

be. asf%r than for a more advanced réader who knew them both On/ '

. ’
the other hand if he’ had only the Wrong sense, then thg*inrst

o>

sentence, would b? apparently false, angéhe would have a- difficult
time with the passager‘ An additional possibgﬂity is that the

reader doesn't really uﬁderstand what '"characterlze". means and

« [y

imterprets this SGntence merely as establishing some -kind of

R ) / , Multiple Theory Formation‘

-

A M v

£y
A}
#

" out, is abou -all that the sentence'is intended to accomplish

anyway The primary role of this first sentence seems to ‘be

.
~

merely» to establish growth as ‘theiftopic, and. perhaps bring
r 3 o h ‘o
,certain’ aspects of gngwth into focus Kthe ,Qrganizatio’;l

+

. . ’
A ‘agpects). Ihus,< the -reader cZn get, the‘ apprqgrlate effecﬁg
without fUlly undeﬂetanding the“sentence at all..” ° ;

- < -
<

¢

., .Y . e ‘Q\
K ~ Ty *

- « o~
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1.

hfa”The second sentence,'"group gro@th charts Show many .age
v PR . . o

“level, ‘uniformities and predictable age ‘level ¢hanges!, is far

‘f '

more complex syntactiéally as . well  as antically English

syntax permi@s ‘the use of neuns to-modify other noqps‘in almost’

. inf1n1te pnofusion, ‘but the iﬁ&erpretation of the meaning d&pends
- W

® .

3 on non-syntactic world knowledge Moreover when more than -one

- £

suchs noun modifier is used .1 structural syntactic,ambiguity %s

- - |\

A

introduced that rcguire54¥%ﬁld knowledge to resolve.) 5‘1 e
c . : - 39 -
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. L . : "fg Mdltiple %heorijormation v
’ » K ' . s oo coL DI y . .
;" If‘\"g\roup growth" occurred in 1solation, the structure:’ of‘ a -
;‘ .noup{ "group" - modifying another noun, "growth" Jwould be the )
;' X only pdss1ble Syntactic 1nterpretation The determination of

5
what it “means - would depend on *the ability of the reader to

. identﬁ{y a plausibie relation between the two words . (in this {
- case é‘grpup of things can grow,,giwing rise to aa'interpretation _
‘

_"growth "gf- a group"): However, in, "group growth charts" it 1is 4;‘

S Ki

A?Emb;guous whether "group; modifies "growth charts“ or’ "group

-

growth" modifies "charts", T v

" ’ ¢ : ‘ “ v ! H‘ A ) » N ’
) The s fact that charts are devices for depic¥ing- things gives
Iﬁ‘& . ’

. o"growth charts" the poss1ble 1nterpretation “charts depicting
Q* agrowth" . and %"group growth charts“ ﬁhe poss1ble 1nterpretation

. "charts depicting the growth_of groups" " However, the correct

interpretation is probably "charts depicting growth byugroup"‘ _ .

deriv-,‘ﬁrom!"groUp"Lmodifyingf "growth charts", ‘reqhiring— she .

reader to eiéher know about sor imagine a kind of growth cha’E. T

that would be distinguishahle’by; having something to do with.

Y. / [P !

. groups This meaning "is . not " very. distinct "from one of the"’“

poss1ble 1nngpretations of "charts depicting growth of groups"-

s

(1nd1cat1ng that - the meagggg ogy that structhre is far frof = .-

unfodef -and there is certainly not’ enough evidence at this point *

in the passﬁge to resslve which ..of theSe different syntactqc ol :

- . T

structures or which *of their semantic interpretations is to‘be

ER ﬂmtaken asAthe author's intenbﬁon “The possibibity of this phpase

.8

g

havifig any of several possable interpretations} needs to be h°ld

open untgl more of “the sentence is processed : e
.T ’ \? . -, ' K i " T - ’ . R v
RPN .- . . = ho - 7 - .
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The process of deciding that "charts" is the 1last =word ia. '
the 'noun phrase and that "show" is t%g nv rb requires some

— ¢

‘ further local amblgulty, although *fabt that there 1is no R

determiner on the noun phrase requires that it end either with a

- . “ ¢ -
plural noun or a mass noun, so that "show" could ohly be included
: 2 3 .o

. A . -, - o . _—
% ., 1if it were followed by. another noun” ("Show" could be ,a noun
instead -of a verb, afthough it would be.difficult to put-ra T,

%

plaugible interpretation on "group growth chartsﬂshow" as a noun

phrase in this context.) : o e .
! v . :

-
5
.

-~ ’ o . . i ’ .‘.‘ . -"
B . Exactlyh,similgr problems are encountered in interpreting

"age level uniformitiés" and "predictable aée’ level changes" -4
The  latter- has even greater potential amblguity due to’ the
. o ;

T . N R ‘
possibilitigs of "predictable" gnggij._fligg“,"age", "level", or

"changes" Ze.gt, "predictable changes‘in,age level™, "changes in

,t-é;‘predictable age level": or ‘"changes in the level of .

> . .
. ' .

'}’predictabf'le age") 7 Somehow a reader makes a ch01ce f‘rom among# -

these different possible 1nterpretations, usually without much

-

oo consciogg .effort and usually-‘correctly‘fior at least: one of
several‘equally.acceptablebinterpretations). In"this case, none

N of the above possibilities is correct, 'butkinstead the. thing

> s °

that is doing qgh"ﬁhangfng is e}iiptical (presumably growth or

’

some growth Aparameter such as,helght,orlweight) and the .correct
v . ' C . - ‘ ’ * . }f
interpretatiqn is mo# 1ike~"predictable changes [in ‘'some growth,

. -

s parameter][as a functlon _of] age 1evel" Changes 1n a growth
; parﬁ’eter as a function of age are certainly to be expected and
.;,f‘ " ' — - s LN
a ‘ - _ - .
pra— ,‘ ‘
) . - b1 - . - T T oo
s . P ) F 2 ) : ——
) Q ) - 4‘}_ . o ..;/<‘ -
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a simiflar evaluation of "age 1evel‘uniformities" is darried- out, - °

. owl . [ N -

, R : “A.Multiple Théory”Formation
¢ . S \ . —

[y

theréfore "bredictable"i‘ﬁhe§eas it is dlfflcult to imag}ne‘

v

anything on a growth chart\that would correspond to a predl able
/’ a

*age level (what. would “*be -doing 'the 'predietlng)
) - A 3 \ S
probable role of - "predictable" - is™ to modlfy the concept "age

a

level changes" as a.whole, althoughaprobably as a~non-restrlct1ve
modlfler. - ) : E ' *47 : ) . L

—— ~

'The‘aboreﬂinterpretation\ié not eompletely correot, since if

one'

'led to.dook for somethlng that is unlform within an age

.

level (agaln, presumably some growth*parameter) The fact that -': - -

conJunctlons require some degree of parallellsm hetween the two .
things belng con301ned appears to demand that the' role of‘.the

phrase "age level" should be ‘the same in the two conjhncts; ‘This

- 9 ’

sllghtlyabcontradlcts the o&herwlse well-motlvated inbegpretatlon

of “predictable- age ~level chahge'drﬂ above. f;»Instead} an_
‘. - .’ a‘ h.. ; " 9. - . ! .

Interpretation-~iﬂ which somethlng changes wf%hln .an ‘age level
$

rather than ag a functlon «©f ~age level is required’ to*_malntaln Ca
% .

,thls parallellsm. This can be met by reol 1d*'bhe relation "as
- " » N
a functlon of age level" that was pdstufat‘d above~ with "w1th1n
A" * - ?l
‘an  age levelﬁ. Thls,' however, remove$ the foundatlon fOr the

e N

argument ju§t1fying "predlctable" , Booklng Rfurther for a

~ -

.;different justlflcation, ong can suppgse that the eharts s0mehow

-

show predictable changes (i. e.,ethe charts do the predlctéon?), e
and; that "predlctahle"- 1s.a,reetr10§;ve adjective here telling .7ﬁ'4¢3
something abouj'_.‘theﬁcindsu of cﬁangeé',that th)'e charts show._-./ o
- ’ ”.“6 C : ‘ i
' \‘ , f - e j ) - -,
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Computerizeﬁ pars1ng algorithms us1ng formal grammars for vg,{
o .

.eitensiwe subsets ‘of English‘ban,ﬁystema ically enumerate all of

-

the possible ways of grouping _the words in such noln-noun ~

modifiersJ bué the proceas is usually combinatorically expensive

§ P

and few computer models deal with such constructrons Attempts

-
’

. ) to: use semantic information to guide a parser to construct only
possible 1nterpretations have been attempted, but nothing\»that

- begins to match the complexity of the above discussion has

-

- 0 F currently been implemented. ~In general, the techniques for

. —

efficiently _coupling syntactic and semantic knowledge _in Sluch

“situations are still being explored and the resuits are “not in. _ .

¢ - . ’ : -
. The discovery of the preferred interpretation in ;he above

example requires the Judgment that all of the various - ways ‘of .

, }
grohping theSindiVidual words in this noun-noun modifier sequencet"

-i
H

~

\\
,have\ lmplaUSlble‘ interpretations .in this context (what a, group

N

growth chart would’ show) without the addrtion of an’ additional

elliptical participant in tnekunderlying reppesentation (namely

Y

" what changes)., The chain of reaséning JUStlleng the “correct . -
~ ~ choiee is something 1ike: i

.
a

R knowgthat a gr h chart should show changes in

some growth parameter (that's what growth is) and not-

. changes. in growth* (at/%:;EE not directly '-- that™s, the

, derivative of what ‘growth chart would depict), so ‘

that must fill the "changee" role of the change being SR

-, discussed. ¥ recognize "age level" as a concept, so- ’
_that is probably the role'that "age" is filling and not °

S .~ a modifier of "level changes",  ("level ‘changes" 1is

' 2 sucéh a concept also, but ‘I can find- a plausible

B . connection between *age_ level" and "changes" and’ cannpt

—_ find one, or at least not  a ‘different one, between"

v . "age" and. "level-changes"). To relate "age level" ‘'to

.
PR

>
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. . -z
’ 45 | S ’
4 -
. . . y : . aq
.. . - - .
. B .
. . -




. . ' . Multiple Theory Fdrmatfon
2 Y ) I . \/ b ‘ l", .

- "changes fin_a growth parameter]™, I can. take: advantage
of further knowledge (or 1mag1natlon) about .- growth
- ~charts and A speculate - that the .charts might' be broken
down by "age level", That could “be “the role that: M™age
level" | is °© filling hene but that would, viclate*
parallelism of conjunction w1ﬁh‘the prev1ous phrase., I
could either. try to relqgerpret‘the previous.phrase to~

establish parallelism. “or I can try the same relation ~
, " between "age level"qand "changes" that I wused -with
 M"uniformities" before. The latter works, so I'll try

that. Finally, "predictable" -must modify ‘"changes"
] rather than '"age" or "age level", since I ¢an imagine
] charts somehow predicting changes more easily than
their predicting ages." LA - '
: é

- RS
» .

Making this justification, as complicated as it. seems, is

relatively easy compared to the steps that were required to . find

Lt among all the otheerossiBilities - formulating alternatives,
- - M ™ ‘*—f\ v .

making negative evaluations of. some - of them and differential

+

choices among others, agd finally settling on a thosen

L

interpretation or several llkely ones:. learly some readers may

boggle in the face ef such péésage and give _up. -Others may .

-
-

fﬁ have the processing capa01ty to carry “through the' kind of

-

analysls outlined here, either entlrely or ,partlally below the

\:

level -of 1ntrospectlon. Stlll others may adopt;some contrél
B strategy that does not con51der all of the alternat1ves. -~ Some of
them ‘may do so w1th Strategies that are stlll likely to obtain

the <correct interpretation most of the time (assuming that there
,is one), while others may adopt lerroneous strategies that doom

them . to misunderstanding.“ /'Even these ‘latter maw find.
\

a

. qgﬁerpretatlons ‘that are 1ntelleotually satisfying to themselves,

,J;‘

caus1ng them to assert tbat they upderstood the passage, although

what they have understood mé&?be almost totally unrelated to what

‘ !
the passagegsays. ‘ . . . - .y

: RS T
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To close our\discuss1on of the 1nterpretation~of this second .

-
: ]
sentence let me. point out that a lot of the reaSoning that ‘was }
used fon selecting an intended interpretation for "preﬁictable ' '_. ;

‘Q’ age level changes™" depends .on "the fact that

e

interpretation must fit the context "group growth charts show ~ °

o LW in .a passage whosé topic is known to’ be growth (of'

something). Effectrvely, many different.possible interpretations

* A —_—

had to be hypothesized and tried,in this context for a possible

<

fit. 4EEt appears that below the level of cbnscious awareness, a

greatsdeal more hypothes1s enumeration)and evaluation is going on

- - ’%E - .
than- one would first suspect. Current computer models tend to be

=

based on,ithe, assumption thatn the anount» of such hypothesis .

formation can” be -wcontrolled by having ‘the right dominatfng e

"frame" or ‘"script", since’ the . cost. of considering many -
alternative hypotheses off a serial computer’ 1is prohibitive. I

suspect, however, that thisdis one of the differences between ﬂhe

seniaif computer and the human brain that is significant and that - — a
> in this pespect the characteristics of <computers as (models of f
human processing is misleading. Much of AI work wif1°continue to
. ‘be»‘focussed in this direction because of the desirability.of \
' getting computers to do such tasks, but I suspect =that :valid‘ i‘ y

i
»

‘models of "human performance‘ will include much more parallel

-

evaluation of ‘alternative hypotheseés.

»
H . . -
. ® 7.’,& . . . .. . [
- . . i [ 4
. .. - -
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The above discussion does not' go'into*&etaii at the level of

~

\\them w1th s1m11ar processes, S0 that the overall'reading‘process :

P

.i§ a cascade of levels, each of whlbh is «mak?ng only “tentative

v

~—

: . - '
decisions. Each. level WIll he formulatlng many alternative

hypotheses that are to be partlally selec ed by virtue of the

degre to whlch they are compatlble th hypotheses-at other

«

“:‘ Multiple Theory Formation-;j

recognltlon of individual words and letters,‘but one egn model’

levels. For example the syntactic comp nent in/the BBN _ speech ,

understanding system makes " many alternatiVe hypotheses about

poss1ble syntactlc paths through each of the theorles that it is

-given by the control component tp consider., Rumelhart [19%%].

gives a\sketch of such -a multi-level model based on the

7] : i

hypothesis structure of the Hearsay II speechAunoerszanging*"

- .
' System [Lesser et al., 1975].
. - 7

P -~ -

-

‘7_.’,/i.have t$¢ed to; give at a’fairlyfconcrete level” some pictute

of the hypothesis formation and evaluation processes that must go

on during reahing although we are not normally aware of them.

-

7 -

Mady of these processes -include 1nferences inyolving the klnds of

metaknowledge dlscussed < by A. Brown [1978), although the

-

presentatlon he;e puts those prooesses in a somewhat different

3 -

light Here, I would stress that although we have some knowledge

:l

about what we know and how we know it, thls knowledge is based on

- -

- 7 1ntrospect1ve observation in much the same way that our knowledge

., of'any,aspectgof the world {s based on observation. .We do not in

. . , 3 o . ’
I ’ : )" § . f

<

Yy
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. as the model “we have built up -based on-our‘observations ofi

& : T . =* _ .
' " Multiple-Theory Formation

o . . 4 .
-

“

general have any pr1v1leged access to some '"internal truth" in~ - #

i
.
#

T mages

this respect. We do have-an awareness of certain internal mental

events _thdt ar W,perceivable in* much the same way that our
}! .

external sense organs perceive the}worLg,'but they do not give us

®a complete awareness of our 1n§ernal mental processing, and we

have t% learn the significance o? what ‘awareness they do give us,

- -~
-

This is presumably why the metdcognitive abilities come rather toa

- % nt S~ 2
/ .

late in the stage of mental development,

Experiments repeatedly show that what appears to be memoFy

+

is in fact reconstruction and that many "memories" about which we -

-

are b absolutely certain turn out to be-— mistaken. Thus, our

metaknowledge of what we know-and how ‘we know it is only as. gobd

. /
own performance and cannot generally be relied on ags abszﬁute

-4

Y - -

truth, Conversely, a correct understanding at the meta level of

e

how we should go about 30me mental process does not automatically

/._»—r

translate, into an ability to™carry out ‘thaf process. -The attempt-

Am—

to consciousiy follow a set of instructions is not the same as o

. . R . — e

fully incorporating those instructions “into ®ne's internal ’ -

- ’ , e

prbcﬁ%ures._ Examples of, this phenomenon abound in such processes S
learning to drive, learning to sail learning to ‘play ,chess,

as

solve mathematical problems ete. The process whereby
ré.éated *attempts to,. follow such instructions eventpally

"compiles" an internal procedure for doing the™task dnd the means

. whereby conscious resolution, to "do it differént next time™
. ! N

.‘)47..’
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actually ‘modifies such procedures are almost totally mysterlous.

- w

- It. Ls the attenmpt at modeling such (non~1ntrospectable),.

‘procedures by@computer programs and abstradQ\ automata that I .

believe holds the key to }understanding them, and it is this

.
-4

/
LI
% -

strategies. ‘ ' ' ' ~
' «

3
..

I “will -not prgpend that jhe resultS‘ of APtlflClal

= -

Intelligence and tural Language Process1ng research to date can

give 2 complete account of the processes out;1ned Jabove%

However, they do provide a very rich inventory of analogies out

of which one can construct hypothetlcal "brain computer

4

1nformat10n process1ng operatlons that go oﬁ’ in readlng. The

e

major contribution which the AI approach has to offer, I th1nk

3

is that it reweals' and makes concrete 1nformatlon processing

-~

steps that one might .not otherw1se ‘have suspected. It can thus

serve a’'very valuable function 1in -the 1nvestxgationf‘of .

. .
‘ @ )‘)u IR i
reading process.“ On the other hand, one has .to be careful in

) EN

> extrapolating results from computer models to humah processes,

- - g

be determined by the- nature of the computer on which they .are

‘ implemented and may not be true of the "computer" in our heads.

. z
v .

In cértain theoretical senses, investigations of abstract

automata, such as Turing machines and abstract neura% networks

can tell us what kinds of functions various subparts of the brain

e . : 4 - - 48 -
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understanding whieh is the (Eey to effective . eduéational,f

architectures" ang reasonfng' strategles sthat might model the

Since certain characteristics of any computer implementation will

g
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.. might - perform and what their limitations might be. However, we

do not yet have a- complete enough account of human intelligence

- » > -

) .
in such- terms to derive practicalﬁresults. Humansfare presumably
*> A4 M -

e ~ heir .to the same llmitations that Turing machines are known to

. have in that ‘they cannot possess algorithms- to, solve formally

) ~ unsolvable ’problems}' but _beyond that we.cannot begin to derive

LI

such useful, predictions as how much new. 1nformation per minute

. can humans learn, how many facts can they store and remember, or

any of the myriad practical questions that one would like to know .

-

to design effective educational pedagogies. -

[

-

; : i _—
What AI can do is serve a role very much like that which - .

. i,theoretical physics or chemistry serve for thefﬁ\qespective‘

‘:"fields. It can suggest models that  have vheoretical'*-
characteria‘ics that fit the known data and predict unknown data.

As lsuch models converge and begin to be supported by empirical

4 - -

study,.they can he put to a wide range of practical.uses, such as

designing pedagogical strategies and “training material. However,

the path between qh:re‘we are and the ability’ to make ~such

N -
A

. predictions will require a great deal of work. ‘

-
s‘,f

r " °
*

| Computer models up teo and .including the sentence level are

| now relatively well articulated and can be used quite well for

-

éhalogies with human processing. Above the sentenceilevel, -

P

however, current capabilities gf computer systems are limited,

and 'recognition -of the intended interpretation of stories has-a

number of characteristies that, make it fundamentally more -

-

--.‘ug‘- b
C 51 S

N
-




Aruitoxt provided by Eic:

‘ - P A\F A :“" . ) - ; /k. ,:::? . :}:5 AA'
o s - . M ,.‘ I h Sy FA
. PR . P . [' « 1’ - . ¢ ¥
¢ 3 . —- ‘ > x s .,
. Multiple Theory Formation = }
: . . . "Q' ’ 1. . o - )
Py ' Lo . L - ; |
. diffi than . . individual sentence" parsing. /ﬂQ§t current
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t
+ - ¢ “ “
constrain the poss1ble 1nterpretatlons of the sentences- that they . '
wil encounter to a mlcroscoplc fractloh of what could otherw1se 4
- o . . .
"A occur, S;nce human beings have encyclopedlc amounts knowledge -
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